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c Met Office, Exeter, United Kingdom
d ECMWF, Reading, United Kingdom

e Climate and Global Dynamics Laboratory, NCAR, Boulder, Colorado
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ABSTRACT: Four state-of-the-science numerical weather prediction (NWP) models were used to perform mountain wave
(MW)-resolving hindcasts over the Drake Passage of a 10-day period in 2010 with numerous observed MW cases. The Inte-
grated Forecast System (IFS) and the Icosahedral Nonhydrostatic (ICON) model were run at Dx ≈ 9 and 13 km globally.
The Weather Research and Forecasting (WRF) Model and the Met Office Unified Model (UM) were both configured with a
Dx 5 3-km regional domain. All domains had tops near 1 Pa (z ≈ 80 km). These deep domains allowed quantitative valida-
tion against Atmospheric Infrared Sounder (AIRS) observations, accounting for observation time, viewing geometry, and
radiative transfer. All models reproduced observed middle-atmosphere MWs with remarkable skill. Increased horizontal res-
olution improved validations. Still, all models underrepresented observed MW amplitudes, even after accounting for model
effective resolution and instrument noise, suggesting even at Dx ≈ 3-km resolution, small-scale MWs are underresolved and/
or overdiffused. MW drag parameterizations are still necessary in NWP models at current operational resolutions of Dx ≈ 10
km. Upper GW sponge layers in the operationally configured models significantly, artificially reduced MW amplitudes in the
upper stratosphere and mesosphere. In the IFS, parameterized GW drags partly compensated this deficiency, but still, total
drags were ≈6 times smaller than that resolved at Dx ≈ 3 km. Meridionally propagating MWs significantly enhance zonal
drag over the Drake Passage. Interestingly, drag associated with meridional fluxes of zonal momentum (i.e., u′y ′ ) were
important; not accounting for these terms results in a drag in the wrong direction at and below the polar night jet.

SIGNIFICANCE STATEMENT: This study had three purposes: to quantitatively evaluate how well four state-of-
the-science weather models could reproduce observed mountain waves (MWs) in the middle atmosphere, to compare
the simulated MWs within the models, and to quantitatively evaluate two MW parameterizations in a widely used cli-
mate model. These models reproduced observedMWs with remarkable skill. Still, MW parameterizations are necessary
in current Dx ≈ 10-km resolution global weather models. Even Dx ≈ 3-km resolution does not appear to be high enough
to represent all momentum-fluxing MW scales. Meridionally propagating MWs can significantly influence zonal winds
over the Drake Passage. Parameterizations that handle horizontal propagation may need to consider horizontal fluxes
of horizontal momentum in order to get the direction of their forcing correct.

KEYWORDS: Dynamics; Forcing; Gravity waves; Instrumentation/sensors; Mesoscale processes; Middle atmosphere;
Model comparison; Model errors; Model evaluation/performance; Momentum; Mountain waves; Orographic effects;
Parameterization; Regional models; Satellite observations; Spectral analysis/models/distribution; Stratosphere-
troposphere coupling; Subgrid-scale processes
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1. Introduction

Orographic gravity waves (GWs), or mountain waves
(MWs), are internal GWs within the atmosphere forced by
stratified flow over topography. MW generation is one way
the atmosphere exchanges momentum with Earth. Positive
and negative pressure perturbations upstream and downstream
of a mountain, respectively, exert a net force by the atmosphere
on the mountain. An equal and opposite force is exerted by the
mountain on the atmosphere. Often, an MW is generated, which
propagates the force by the mountain on the atmosphere upward.
This force is ultimately exerted wherever the MW breaks, which
can occur from the troposphere to the lower portion of the ther-
mosphere (e.g., Fritts and Alexander 2003; Fritts et al. 2016).

MWs have a variety of horizontal scales, ranging from
lh ≈ 10 km to hundreds of kilometers, depending on the ter-
rain scales that force them. In the Deep Propagating Gravity
Wave Experiment (DEEPWAVE) field campaign (Fritts et al.
2016), aircraft-observed MWs with horizontal scales larger
and smaller than 50 km were found to be equally important,
fluxing similar amounts of momentum (Smith and Kruse
2017). Given the effective resolutions of current numerical
weather prediction (6Dx ≈ 60 km) and climate (6Dx ≈ 600 km)
models, an important portion of the MW spectrum is under or
unresolved and therefore needs to be parameterized. GW
drag parameterizations were first formulated in the early 1980s
(e.g., Lindzen 1981; Holton 1983), and the addition of MW
drag (MWD) parameterizations did improve weather and cli-
mate models (e.g., Palmer et al. 1986; McFarlane 1987; Miller
et al. 1989) and were widely adopted thereafter. The momen-
tum deposited by MW breaking is important at nearly all lev-
els of the atmosphere, though its importance with respect to
the atmosphere’s zonally averaged momentum budget gener-
ally maximizes in the upper stratosphere and lower meso-
sphere, at least according to MWD parameterizations (e.g.,
Kruse 2018, 2020). For an overview of the ≈100-yr history of
MW research, see Smith (2019).

Despite the rich literature and knowledge gained over the
last century, current MWD parameterizations, and GW drag
parameterizations in general, are still highly simplified and
not well constrained. Most current MWD parameterizations
estimate one or two 2D source MWs based on subgrid-scale
(SGS) terrain statistics. Then these 2D MWs are assumed to
propagate strictly upward instantaneously, as treated by steady
2D linear theory. The increase in amplitude with decreasing
density is taken into account. When the 2D parameterized wave
reaches a large-enough amplitude that some instability mecha-
nism (e.g., convective overturning) is predicted to occur, the
parameterized wave amplitude is not allowed to grow in ampli-
tude further (e.g., Lindzen 1981) and is said to be “saturated.”
The reduction in amplitude below that predicted by linear the-
ory results in a reduction of the momentum flux with height,
from which the force on the flow is calculated.

Many aspects of current MWD parameterizations are incon-
sistent with current understanding of MW dynamics and obser-
vations. For example, terrain is 3D and forces 3D MWs. Three-
dimensional MWs can and do propagate laterally, spreading out
with height (e.g., Sato et al. 2012; Eckermann et al. 2015).

Lateral propagation spreads out MW activity, reduces MW
amplitudes, increases breaking heights, and also spreads out the
drag relative to current parameterizations, which propagate
MWs only vertically. Temporal evolution of the ambient wind
and MWs can be important (e.g., Chen et al. 2005; Kruse and
Smith 2018) and is also not represented in current parameteriza-
tions. Many more deficiencies could be listed.

Additionally, MWD parameterizations are not well con-
strained by observations. Numerous datasets collected by
numerous platforms do contain MW signals; however, these
data are often infrequent, are sparse, or incompletely sample
the MW field (e.g., data from field campaigns, radiosondes,
commercial aircraft). These limitations prevent use of these
data to constrain wave properties and the inevitable tuning
parameters within MWD parameterizations used by global
weather prediction and climate models. Noteworthy possible
exceptions are datasets collected by satellite-borne nadir and
limb infrared radiometers, which can be sensitive to the tem-
perature perturbations caused by MWs. Recent efforts (e.g.,
Alexander et al. 2009; Ern et al. 2017; Hindley et al. 2020)
have developed methods of using these satellite data to esti-
mate the momentum flux vectors at stratospheric altitudes,
which potentially have the spatial and temporal sampling
needed to constrain MWD parameterizations. However, these
sensors have limitations as well, being only able to sense a
portion of the horizontal and vertical spectrum of scales (e.g.,
Meyer et al. 2018). The inconsistencies of MWD parameter-
izations with current physical understanding and their lack of
observational constraints motivate additional research.

The overall objective of this work is to provide high-quality
estimates of MWmomentum fluxes and drags from the tropo-
sphere to the mesosphere that are as close to reality as possi-
ble. This objective is met via a model intercomparison
involving four state-of-the-science numerical weather predic-
tion (NWP) models that are validated against stratospheric
Atmospheric Infrared Sounder (AIRS) observations. With
such a collection of NWP model output, a second route to
reality is to evaluate methods of computing MW momentum
fluxes from satellite data via method intercomparison and an
observing system simulation experiment (OSSE). For exam-
ple, momentum fluxes from synthetic AIRS temperature per-
turbation data, computed as if the AIRS instrument were
viewing the modeled atmosphere, can be compared to the
true momentum fluxes within the model computed from wind
component perturbations. Figure 1 provides an overview of
the two approaches to reality. The model validation and inter-
comparison is presented here. The method intercomparison
and OSSE are left for a future paper.

The period studied, region of interest, and NWP models
used are described in section 2. The models are quantitatively
validated against AIRS data in section 3. MW properties and
spectra are compared between the participating NWP models
in section 4. In section 5, a previous version and a current
MWD parameterization within the Community Atmosphere
Model (CAM) are compared with each other and the vali-
dated models. The enhancement of zonal drag over the Drake
Passage by meridionally propagating MWs is presented in
section 6. Finally, a summary is provided in section 7.
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2. Case studied, participating models, and their configurations

a. Region and period of interest

The region of focus is centered on the Drake Passage,
including the mountains of the southern Andes, Antarctic
Peninsula, and a handful of remote islands in between and to
the east (e.g., South Georgia). The time period of interest is
9–20 October 2010, where many significant MW events were
observed by AIRS, as shown in Figs. 2 and 3. This period was
also chosen as superpressure balloons flown as part of the
Concordiasi field campaign transited the Antarctic Peninsula
region during this period (Rabier et al. 2010), though these
results are not presented here.

This region is of interest for a number of reasons. The
southern Andes mountains are one of the most significant
generators of deeply propagating MWs in the world, and cer-
tainly the most significant such region in the Southern Hemi-
sphere (e.g., Hoffmann et al. 2013, 2016; Rapp et al. 2021).
The Drake Passage is a region where lateral (i.e., meridional)
propagation of these deeply propagating waves into the
stratospheric polar night jet (PNJ) is significant (e.g., Sato
et al. 2012; Jiang et al. 2013; Hendricks et al. 2014; Amemiya
and Sato 2016; Wright et al. 2017; Jiang et al. 2019). In a
broader context, this region is of interest as many climate
models exhibit the so-called cold-pole problem (e.g., Eyring
et al. 2010), where lower-stratospheric polar temperatures are
too cold in the Southern Hemisphere winter and spring, the
meridional temperature gradient is too strong, and (via ther-
mal wind balance) the stratospheric PNJ is also too strong.
All of these errors have important detrimental effects on the
simulated climate. McLandress et al. (2012) hypothesized this
problem might be caused by missing GW drag in the strato-
sphere around 608S. The sources of these missing GWs and

drag in climate models, and whether or not they are responsi-
ble for the cold-pole problem, are still debated. Possible sour-
ces include missing MWs launched from mountainous islands
in this latitude belt (e.g., Alexander and Grimsdell 2013), too
little nonorographic GW activity associated with tropospheric
jet-stream and frontal imbalances (e.g., Jewtoukoff et al.
2015), and lateral propagation of MWs into the PNJ (e.g.,
Sato et al. 2012; Amemiya and Sato 2016; Wright et al. 2017).

b. Description of AIRS observations

Infrared radiances measured by AIRS (Aumann et al.
2003; Chahine et al. 2006) on the Aqua satellite are used in
this study to evaluate the realism of the stratospheric GW’s in
the simulations. Aqua was launched in May 2002 into a nearly
polar, sun-synchronous, low-Earth orbit at 705-km altitude
with a 1008 inclination and a 100-min orbital period.
Equator crossings occur at 0130 (descending) and 1330
(ascending) local times. By scanning across track, AIRS
observes 1780-km-wide image swaths with 90 across-track
footprints and resolution varying from 14 km 3 14 km at
nadir to 21 km 3 42 km at the swath edge. Adjacent scans are
separated by 18-km along-track distance. For observing
stratospheric GWs, we average channels over three sets of
infrared frequencies sensing the dry stratosphere where
clouds, surface emissions, and reflected sunlight do not affect
the radiances. Weighting functions for these channel sets
(gray lines) and channel averages (colored lines) are shown in
Fig. 4. Two of the channel sets lie in the 15-mm band and one
in the 4.3-mm band (Alexander and Barnet 2007; Hoffmann
et al. 2013, 2017). The vertical width of these weighting func-
tions limit AIRS sensitivity to GWs with vertical wavelengths
longer than ≈15 km, with sensitivity increasing for longer ver-
tical wavelengths. Radiances in each channel set are averaged
to obtain low-noise brightness temperature data products.
Noise varies with scene temperature and channel frequency,
but channel-averaged noise varies from 0.1 to 0.3 K for Octo-
ber at these high southern latitudes (Hoffmann et al. 2014).

Model Validation, Comparison

Satellite-Estimated MF
From Observations

Actual MF?

Satellite-Estimated MF
Within a Model

Actual MF
Within a Model

OSSE

FIG. 1. A graphic showing the types of momentum flux data
acquired as part of this project and possible paths (dashed arrows)
to estimate actual momentum fluxes from GW observations. For
example, momentum fluxes estimated from synthetic AIRS bright-
ness temperature perturbations computed as if the AIRS sensor
were viewing through a modeled atmosphere could be compared
with the true momentum flux (e.g., r u′w′ ) within the model [i.e.,
an observing system simulation experiment (OSSE)] to understand
how satellite-based momentum flux estimates relate to total actual
momentum flux. The second route is discussed here, where four
GW-resolving models are quantitatively evaluated against AIRS
observations.

FIG. 2. A map showing the boundaries of the regional Dx5 3-km
WRF (red) and UM (blue) domains. Also shown is an example of
what portions of AIRS overpasses were used in the validations of
the four models. Here, portions of AIRS swaths not contained
within all four model domains were omitted. Additionally, cross-
track scans not entirely contained within all domains were also
omitted, allowing 2D Fourier transforms to be used on the rectan-
gular swath data. The 4.3-mm AIRS-observed brightness temper-
ature perturbations for an example swath is color shaded where it
was used in the model validation. The edges of this swath are
shown in black.
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FIG. 3. All AIRS-observed 4.3-mm brightness temperature perturbation swaths used to validate the four participating models (shaded).
Areas contoured were contained within all model domains. All swaths were used to validate the WRF, UM, and IFS models. Only the sub-
set of swaths indicated with an asterisk were used in the ICON validation.
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GW perturbations are derived as the residual from a cross-
track polynomial fit to each scan. Removal of limb-brighten-
ing effects is achieved by subtraction of a fourth-order poly-
nomial fit to the higher-altitude “15 mm (high)” and 4.3-mm
sets, and a sixth-order fit to the lower-altitude “15 mm (low)”
set (e.g., Hoffmann et al. 2017). Gravity wave brightness tem-
perature anomalies from AIRS at 4.3 mm are shown in Fig. 3
for all relevant swath segments during the 9–20 October 2010
focus period. Corresponding swath segments for both 15-mm
sets at the same locations are also used in the model valida-
tion presented in section 3.

c. Models and configurations

Four state-of-the-science NWP models were configured to
attempt to reproduce the MWs observed by AIRS over the period
of interest (Figs. 2 and 3). Two regional models [the Weather
Research and Forecasting (WRF)Model and theMet Office’s Uni-
fied Model (UM)] and two global models [ECMWF’s Integrated
Forecast System (IFS) and the GermanWeather Service’s Icosahe-
dral Nonhydrostatic (ICON) model] were used to model the
observed waves. Details of individual models’ configurations are
summarized in Table 1 and described below. With the exception of
the IFS, the number and spacing of vertical levels were chosen such
that the models had a vertical resolution of at least Dz 5 500 over
middle atmosphere below the upper sponge layers. All model initial
conditions and boundary conditions were provided by the opera-
tional IFS analyses run atDx ≈ 16 km during this 2010 period.

1) WRF CONFIGURATION

A single Dx ≈ 3-km domain was configured over the region
of interest (red in Fig. 2). The domain was deep, with 180 ver-
tical levels extending up to 1 Pa (z ≈ 80 km). A 10-km-deep
upper sponge layer was used. The vertical resolution varied
with height, with the highest resolution near the surface and
gradually reduced to ≈480 m near the tropopause and kept
approximately constant above. Model terrain was derived
from the 30-arc-s Global Multi-Resolution Terrain Elevation
Data (GMTED) digital elevation model (DEM) (Danielson
and Gesch 2011), except for over Antarctica, where the ≈200-
m-resolution RADARSAT Antarctic Mapping Project, ver-
sion 2 (RAMP2), DEM was used (Liu et al. 2015). The model
was initialized once at 1200 UTC 8 October 2010 and then
integrated for 11 days. During the integration, only boundary
conditions from the 6-hourly operational IFS analyses guided
the simulated atmosphere. No interior nudging was used
within the 3900 km 3 3900 km domain. The WRF Model
(version 4.1.0) required modification to stably integrate
beyond a handful of time steps with a domain top this high.
For a brief description of these modifications and the physical
parameterizations used, see appendix A.

2) UM CONFIGURATION

A global UM simulation, with a grid spacing of Dx ≈ 16 km
and with 85 vertical levels extending to z 5 85 km initialized
every 24 h from IFS analyses, was used to provide the bound-
ary conditions to a 3000 km 3 3000 km regional simulation
with a grid length of Dx ≈ 3 km over the Drake Passage region
(red in Fig. 2). Both the global and regional domains were run
with UM version 11.1 and used the Global Atmosphere 6
(Walters et al. 2017) and the Regional Atmosphere 1 (Bush
et al. 2020) physics configurations, respectively. The Dx ≈ 3-km
UM nest was initialized once at 1200 UTC 8 October 2010
and run continuously for 12 days, guided by hourly boundary
conditions from the periodically reinitialized global run. The
regional UM used a rotated latitude–longitude grid, such
that the grid spacing is approximately equal throughout the
domain. The vertical resolution was significantly increased
within the stratosphere and mesosphere compared with
the global simulations, employing 242 vertical levels up to
z5 85 km where Dz ≈ 600 m.

Similar to the regional WRF simulations, the regional
model orography is generated from a blend between the
30-arc-s GMTED DEM and a 1-km version of the RAMP2
DEM. No filtering was performed on the mean orography. A
weak implicit Rayleigh damping of the vertical winds (similar
to Klemp et al. 2008) is applied from z ≈ 60 km upward. The

FIG. 4. Individual (thin gray lines) and channel set average (thick
colored lines) AIRS instrument weighting functions for midlatitude
winter for the 15-mm high product centered at z ≈ 41 km (red), the
4.3-mm product centered at z ≈ 37 km (blue), and the 15-mm low
product centered at z ≈ 24 km (yellow).

TABLE 1. A summary of key model configuration parameters. Complete configuration details provided in the text.

Model ≈Dx Domain top Sponge bottom No. of levels Max Dz

WRF 3 km p 5 1 Pa (z ≈ 80 km) z ≈ 70 km 180 520 m
UM 3 km z 5 85 km z 5 60 km 242 600 m
IFS 9 km p 5 1 Pa (z ≈ 80 km) p 5 100 Pa (z ≈ 48 km) 137 5000 m
ICON 13 km z 5 80 km z 5 44 km 242 960 m
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parameterized orographic drag from flow blocking and GW
drag is turned off, while the turbulent orographic form drag
remained switched on.

3) IFS CONFIGURATION

The global IFS model version 45r1 (Haiden et al. 2018) was
integrated at TCo1279 horizontal resolution (corresponding
to 1279 total wavenumbers in the spherical harmonic expan-
sion and a cubic octahedral grid with approximate uniform
grid spacing of Dx ≈ 9 km) and reinitialized with the opera-
tional analyses of the time every 24 h at 1200 UTC over the
period of interest and allowed to run freely for 48 h. To mini-
mize spinup effects, the model output was analyzed for lead
times between 24 and 48 h. The vertical domain, from the sur-
face to 1-Pa (z ≈ 80 km) altitude, was resolved with 137 verti-
cal levels. The vertical resolution gradually coarsens with
height, such that near the surface the vertical resolution is
Dz 5 10 m, in the upper troposphere/lower stratosphere the
vertical resolution is Dz ≈ 300 m, and near the model top it is
Dz ≈ 5 km. Over the region of interest, the IFS uses a combi-
nation of two datasets for model terrain: (i) The SRTM30
30-arc-s dataset of the Shuttle Radar Topography Mission
(Farr et al. 2007) between 608N and 608S, and (ii) the RAMP2
dataset south of 608S. Note that the resolved terrain in the
IFS is represented in spectral space. The smallest resolved
wavelength, 2precos(f)/NSMAX, is sampled by four grid
points, where NSMAX is the spherical harmonic truncation
(i.e., 1279). The IFS here included all physical parameteriza-
tions present in version 45r1, including the MW parameteriza-
tion of Lott and Miller (1997), the turbulent orographic form
drag of Beljaars et al. (2004), and the nonorographic GWD
parameterization of Scinocca (2003) with the configuration of
Orr et al. (2010). To prevent wave reflection from a rigid
upper boundary condition, a weak sponge layer in a form of a
fourth-order hyperdiffusion operator on temperature, vortic-
ity, and divergence is applied from 1000 Pa upward. An addi-
tional very strong sponge only on divergence is applied from
100 Pa upward. It is this very strong divergence-only sponge
that is most detrimental for resolved GWs, as will be
discussed.

4) ICON CONFIGURATION

The ICON modeling framework is a joint project between
the German Weather Service and the Max Planck Institute
for Meteorology Hamburg for developing a unified next-gen-
eration global NWP and climate modeling system (Zängl et al.
2015; Dipankar et al. 2015; Heinze et al. 2017; Giorgetta et al.
2018). The ICON simulations performed here are based on
the ICON release version 2.5.0 using the NWP physics param-
eterizations. To achieve a desired horizontal resolution of 13
km, ICON has been run in resolution R3B7 globally. Initial
meteorological conditions were provided by IFS operational
analyses. The simulations were performed on 242 vertical
model levels from the surface up to 80 km, with layer thick-
ness gradually increasing from 20 m in the lowermost model
layer to 960 m at the model top in a height-based terrain-fol-
lowing coordinate system (Leuenberger et al. 2010). A GW-

absorbing upper sponge similar to Klemp et al. (2008) was
implemented as well, beginning at z 5 44 km. Simulations
were initialized at 1200 UTC every day between 8 and 16
October 2010 and running for 72 h each. Orographic informa-
tion has been interpolated to the model grid from the Global
Land One-km Base Elevation Project (GLOBE) (Hastings
and Dunbar 1999).

d. Quantitative comparisons between models and AIRS

Following the approach and methods of Grimsdell et al.
(2010), Orr et al. (2015), Hoffmann et al. (2017), and Weimer
et al. (2021), great care was taken to quantitatively compare
AIRS observations of stratospheric GWs with those in the
models described above. To do so, simulated AIRS brightness
temperature perturbations, T′

b, were computed as if the AIRS
sensor were viewing through the simulated atmospheres. The
Juelich Rapid Spectral Simulation Code (JURASSIC) (Hoff-
mann and Alexander 2009) was used to sample the 3D simu-
lated temperature and pressure fields along the lines of sight
between the Aqua satellite and the individual AIRS foot-
prints. Then these line-of-sight temperature and pressure pro-
files, along with a representative global mean carbon dioxide
concentration of 390 ppm for 2010, were used to compute
radiances to the AIRS sensor for individual 15- and 4.3-mm
AIRS channels, taking into account the radiative transfers for
these individual channels/wavelengths. These simulated AIRS
data are then averaged and detrended same as the actual
AIRS data described in section 2b, allowing quantitative
comparison.

Note that the JURASSIC radiative transfer model does not
account for conditions out of local thermodynamic equilib-
rium (non-LTE conditions). During daytime, carbon dioxide
molecules are excited by solar radiation, causing non-LTE
conditions in the 4.3-mmwave bands (DeSouza-Machado et al.
2007), which can produce disagreement between the actual
and simulated 4.3-mm products. The 15-mm wave bands are
typically not affected by non-LTE. Despite the potential dis-
crepancies related to non-LTE conditions, the 4.3-mm channel
set is still considered a valuable data source for validation, as
this set has significantly lower noise than the 15-mm products
(Hoffmann et al. 2014).

3. Model validation

The four NWP models described above were compared
against all AIRS overpasses over the region of interest during
the 9–20 October 2010 period. Figure 3 shows observed
brightness temperature perturbations from the 4.3-mm prod-
uct. Only the data contained within all model domains are
shown and included in the model validation below. All 24
overpasses are included in the validation of the IFS, UM, and
WRF. Only the subset of these overpasses, indicated by aster-
isks in Fig. 3, were used in the validation of ICON, due to this
model being a later addition to this project.

Figures 5 and 6 show the observed (Figs. 5a, 6a) and mod-
eled (Figs. 5b–e, 6b–e) 15-mm high brightness temperature
perturbations for two selected overpasses. While 24 such
model–data comparisons were produced for the three
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collections of AIRS channels, only two examples are shown
here: one where all models reproduced the observed middle-
atmosphere MWs with remarkable skill (Fig. 5) and one
where the models had more moderate skill (Fig. 6). However,
similar figures for all overpasses during the period of interest
for all three AIRS products are provided in the online
supplement.

Qualitatively, all models had highest skill at reproducing
the observed waves from the orographic features containing
larger-scale topography (i.e., the southern Andes and Antarc-
tic Peninsula). The modeled wave structures and amplitudes
are reproduced quite well. The models even had some skill in
reproducing the observed wave phase. The models had more
moderate skill in reproducing waves generated by the
smaller-scale terrain of South Georgia (Fig. 6). The waves in
the higher-resolution (Dx ≈ 3 km) WRF and UMmodels have
finer scales and overall compare better to the observations
than the coarser-resolution IFS (Dx ≈ 9 km) and ICON (Dx ≈
13 km) models.

Scales and amplitudes of observed and modeled brightness
temperature perturbations are compared in Fig. 7, where T′

b

spectra are shown. These spectra are computed by first com-
puting the 2D discrete Fourier transform on each rectangular
overpass region shown in Fig. 3. These 2D spectra were then
binned into 1D wavenumber spectra for each overpass, using
the same bin bounds for all overpasses. The variance contri-
butions within each wavenumber bin were then summed over
all overpasses to produce the spectra shown in Fig. 7. The
observed and modeled T′

b spectra are plotted in two ways.

Spectra are plotted on a log–log plot (left column) so the
slopes of the observed and modeled spectra can be compared
to 25/3 inertial subrange turbulence spectrum. The spectra
are also plotted so the areas under the curves are proportional

to the area-integrated T′
b variance [Var T′

b
( )

5

� �
T′
b dx dy] on

each overpass summed up over all overpasses (right column).
Note that the ICON spectra were only summed over a subset
of overpasses, resulting in these spectra being offset lower in
the plot.

In the log–log spectra (Fig. 7, left column), all three prod-
ucts can be categorized into three wavenumber bands. A
drop-off in variance is seen at small wavenumbers (longer
scales). This is because only a handful of the overpasses in
Fig. 3 contain these longer scales and contribute to these var-
iances. Still, all models were sampled over the same areas
shown in Fig. 3, allowing modeled amplitudes at these well-
resolved scales to be compared to those observed. Over these
longer scales, all models produce amplitudes similar to or
slightly less than those observed.

The middle scales are characterized by all spectra roughly
having a 25/3 spectral slope. Within this range of scales, the
models again produce amplitudes at and just below observa-
tions. The amplitudes produced by WRF are the highest and
closest to observations, followed by IFS and UM.

Spectra at the smallest scales diverge from each other.
While observed amplitudes roughly follow the 25/3 slope in
the middle scales, spectra abruptly diverge from this slope,
with a more or less flat or “white” spectrum at small scales.

FIG. 5. A qualitative comparison of (a) observed
and (b)–(e) modeled 15-mm high (z ≈ 41 km)
AIRS brightness temperature perturbations for a
single AIRS overpass. In this comparison, all
models were skillful in reproducing the observed
middle-atmosphere MWs. Figures for all over-
passes and the three AIRS bands are presented in
the supplement to this paper.
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This is particularly evident in the 15-mm products, where
fewer AIRS channels were used to average out noise. This
unphysical flat slope at smaller scales suggests instrument
noise dominates the observed T′

b variance contributions at
these scales. This does not suggest that all observations at
these scales are noise. Small-scale MWs have been clearly
observed in previous studies (e.g., Alexander et al. 2009).
However, the spectra presented are representative of the
swath-area-integrated T

′2
b . While large-amplitude small-scale

MWs are definitely present in the observations, smaller-
amplitude spatially random noise adds up in the swath-area
integral, swamping the small-scale physical features (e.g.,
South Georgia MWs).

The modeled spectra continue the 25/3 slope further into
the smaller scales, but to varying degrees. At the smallest
scales resolvable in the simulated AIRS data (≈30 km), all
models show a notable change in spectral slope. The scale at
which this spectral slope changes is roughly interpreted as the
effective resolution of each model, showing the scales at
which numerical and physical diffusion begin to act on the
smallest resolvable scales. These spectra suggest that the
WRF Model may be a bit less diffusive, with a slightly higher
effective resolution than the UM at the same resolution, con-
sistent with the model intercomparison presented below. The
coarser global models have coarser effective resolutions yet,
consistent with their coarser grid resolutions.

The contributions to temperature variance by individual
bands are best evaluated as plotted in the right column of
Fig. 7, where the areas under the curves as plotted are

proportional to the sum of the area-integrated T
′2
b over all

overpasses. Additionally, the modeled T′
b validation statistics

are compared with those observed in Table 2. Note that only
scales larger than 100 and 60 km were used in calculating
these statistics for the 15- and 4.3-mm products, respectively,
in order to exclude scales with white noise in the observations
and poor effective model resolutions seen below these scales
in Fig. 7. Also note that the statistics in Table 2 were averaged
over all available overpasses (24 for WRF, UM, and IFS, 8 for
ICON) and so are comparable across all models, while the
lower offset of ICON in Fig. 7 cannot be compared with the
other spectra. Overall, WRF had the largest amplitudes. Still,
WRF underrepresented amplitudes at most scales (Fig. 7) and
overall in all three products (Table 2). The UM also com-
pared very well with observations, though amplitudes were a
bit lower than in WRF, possibly due to having a slightly coarser
effective resolution (discussed more below). The coarser IFS
underrepresented small-scale MWs, but had amplitudes compa-
rable to WRF and UM at the longer observed scales. ICON pro-
duced wave amplitudes similarly close to AIRS as the IFS
(Table 2). To summarize, all models were very skillful at repro-
ducing observed middle-atmosphere MWs, allowing quantitative
study of middle-atmosphere MWs with some confidence.

4. Model intercomparison

In the previous section, the models were validated against
AIRS observations. Here, the simulations from the different
models are compared to one another within the three black-

FIG. 6. As in Fig. 5, but for an AIRS overpass
where the models had moderate skill.
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boxed regions in Fig. 8. These subdomains were chosen to be
fairly large, so as to mostly contain entire orographic features
and the deeply propagating, laterally spreading waves they gen-
erate. Quantities are area averaged and/or integrated over
these subdomains, preventing comparison of spatial distribu-
tions of MW activity. Such a comparison is left to future work.

Prior to all analyses here, fields from each model were
regridded onto the WRF grid. Perturbation fields were then
computed via the spectral filtering method of Kruse and Smith

(2015) on the same WRF grid (except for Figs. 8 and 16, where
fields were high-pass filtered on the native UM grid to make
use of its larger domain), retaining scales smaller than 500 km.
Then fields were further regridded onto regular latitude–longi-
tude grids within each subdomain, with grids being Dx ≈ 3 km
at the northern boundaries. The southern Andes, Antarctic
Peninsula, and South Georgia regions are denoted by “SA,”
“AP,” and “SG.” The 10-day average absolute temperature
perturbations at z 5 40 km in the UM simulation are color

FIG. 7. The sum of brightness temperature perturbation spectra for all overpasses plotted on (left) log–log axis and
(right) linear–log axis. Areas under the curves in the right column are proportional to area-integrated T′

b in each over-

pass in Fig. 3 and further summed over all overpasses (i.e., ∝∑
Nop

Var T′
b

( )
, where Var T′

b
( )

5

� �
T′
b dx dy and Nop

is the number of overpasses). Results from the (top) 15-mm high (z ≈ 41 km), (middle) 15-mm low (z ≈ 24 km), and
(bottom) 4.3-mm (z ≈ 37 km) products are shown.
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shaded in Fig. 8, overviewing the regional MW hot spots and
lateral propagation of these MWs in the upper stratosphere.

a. Intercomparison of MW forcing

Terrain spectra within each model and subdomain are com-
pared in Fig. 9. In all subdomains, all model terrain spectra
agree very well at scales larger than 100 km (k , 1022 km21).
All models largely follow the expected22 slope (Balmino 1993).
The notable drop-offs of spectra from this slope, and from spec-
tra of the higher-resolution models, give an indication of the
effective terrain resolution for each model. The ICON model,
which has the coarsest grid resolution (Dx ≈ 13 km), has the
coarsest effective terrain resolution as well. The IFS has a slightly
higher effective terrain resolution, most easily diagnosed by the
precipitous drop-off of its terrain spectra. The local maximum at
smaller scales in the IFS spectra is spurious. The terrain is repre-
sented spectrally, with scales smaller than 4Dx ≈ 36 km
removed. However, IFS terrain were provided on a TCo1279
grid. The spectral synthesis onto the higher-resolution grid in
physical space introduces this small-scale noise in the terrain
field. The WRF and UM models have the same grid resolu-
tion (Dx ≈ 3 km). However, they clearly have a different effec-
tive terrain resolution, with WRF smoothing the grid-mean
orography while UM did not.

The subdomain-averaged 10-m zonal wind time series in
each simulation are shown in Fig. 10, along with the subdomain-
averaged 10-m winds in the IFS analyses used for initial and/or
boundary conditions in all models. These time series of winds
that largely force the MWs seen aloft show that despite the
different ways each model incorporated IFS analyses (see
section 2c for details) and domain sizes, the models largely
agree on these low-level winds and do not drift too far from
the IFS analyses, at least over the SA and AP domains. Larger

differences are notable in the smaller, more remote SG domain
to the east.

b. Overview of period of interest

An overview of the 10-day period of interest is provided
in Fig. 11, where subdomain-average zonal and meridional
winds, vertical fluxes of zonal momentum, and zonal MWD
are shown for each subdomain. Only results from the UM
model are presented, with this choice being arbitrary. Com-
plete figures for all other models are provided in the
supplement.

Here, the vertical fluxes of horizontal momentum are
defined by

MFzx 5 r u′w′ ,

MFzy 5 r y′w′ ,
(1)

and GWDs as

GWDzx 52
1
r

­MFzx

­z
;

GWDzy 52
1
r

­MFzy

­z
:

(2)

Because these subdomains are centered on significant oro-
graphic features, here, GWD is referred to as MWD.

The PNJ is apparent in the zonal winds within all subdo-
mains, allowing deep vertical propagation of MWs forced by
the terrain below. The height and strength of the PNJ varies
considerably over the period of interest. Interestingly, strong
diurnal variability in both zonal and meridional winds is
apparent above the PNJ. This oscillation is presumably some
representation of atmospheric tides within the IFS analyses.
Whether or not these tides are realistic was not evaluated.
However, this large-scale temporal variability was present in
all models, strongly influencing the mean environment upon
which the MWs propagate and forced diurnal periodicity in
MWDzx in the mesosphere (bottom row of Fig. 11). Below
these tidally influenced depths, strong MWDzx is evident

TABLE 2. Model error statistics for each AIRS brightness
temperature product averaged over all AIRS overpasses
available for each model (24 for WRF, UM, IFS and 8 for
ICON). sT′

b
is the spatial brightness temperature standard

deviation for a particular AIRS swath/overpass. DsT′
b

/
sT′

b
is

a metric for relative amplitude error of T′
b for a particular

overpass. Averaged over all overpasses, this metric is interpreted
as a relative T′

b amplitude bias.
∣∣DsT′

b

∣∣/sT′
b
is a relative mean

absolute error metric. Note: All metrics were computed after
low-pass filtering T′

b to remove what appears to be white noise
in the observed spectra. Scales longer than 100 (60) km were
retained in the 15 (4.3)-mm products.

WRF UM IFS ICON

15 mm high
DsT′

b

/
sT′

b
(%) 218.63 230.41 232.30 239.55∣∣DsT′

b

∣∣/sT′
b
(%) 19.84 30.41 32.30 39.55

15 mm low
DsT′

b

/
sT′

b
(%) 28.30 223.06 221.34 229.56∣∣DsT′

b

∣∣/sT′
b
(%) 28.70 29.99 22.68 30.28

4.3 mm
DsT′

b

/
sT′

b
(%) 23.94 218.54 239.13 232.75∣∣DsT′

b

∣∣/sT′
b
(%) 16.52 19.75 39.45 36.98

FIG. 8. Map of time-averaged absolute temperature perturbation
(|T′|) at z 5 40 km from the UM. Subdomains for the three
orographic regions (southern Andes, Antarctic Peninsula, and
South Georgia) used in Figs. 9–15 are outlined in black. The red-
outlined regions are those used in the latitude–height sections in
Fig. 16.
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within the upper half of the PNJ, where the negative shear
forces MW amplitude growth, nonlinearity, and breaking,
similar to the so-called lower-stratospheric MW valve layer
above the subtropical jets (Kruse et al. 2016). Even within this
short 10-day period, there is significant temporal variability in
vertical fluxes of zonal momentum and drag. MWDzx was
quite significant as well, exceeding 250 m s21 day21 fre-
quently and occasionally exceeding 280 m s21 day21 in all
subdomains.

c. Model intercomparison of momentum flux and drag

Area-averaged vertical fluxes of horizontal momentum and
associated drags are compared between the models in
Figs. 12–14. Figures 12 and 13 show the zonal and meridional
components, respectively, as a function of height and time,
area averaged over the South Georgia subdomain. This region

was chosen as it had the smallest-scale topography of the
three subregions, along with the most significant terrain
anisotropy, making it a more difficult test for the models (and
parameterizations).

The similarly high-horizontal-resolution WRF and UM sim-
ulations compared quite well to each other, with quite similar
momentum fluxes and drags in both components. The coarser
IFS and ICON simulations differ markedly from the
Dx ≈ 3-km model runs, having much reduced momentum
fluxes and drags in both components and in all subdomains
(see supplement). This reduction in wave quantities is likely
due to coarser resolution below z ≈ 40 km and a combination
of resolution and the GW-absorbing upper sponges, begin-
ning at z ≈ 40 km (i.e., 100 Pa) and z 5 44 km in the IFS and
ICON runs, above.

The salient feature in the meridional drag profiles is the
reversal of meridional drag, with southward drag occurring at
z ≈ 45 km, with northward drag farther aloft (Figs. 13, 14).
This may be a result of the strong terrain anisotropy of South

FIG. 9. Model terrain spectra for the four participating models
over the three subdomains. Prior to analysis, terrains of all models
were regridded onto a common latitude–longitude grid with a reso-

lution of ≈3 km. Note that Var h( )5
� �

h2 dx dy.

FIG. 10. Comparison of subdomain-averaged 10-m zonal winds.
The black curve labeled “ANA” shows the subdomain-averaged
10-m winds in the operational IFS analyses used to force all models.
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Georgia Island, where the predominantly westerly low-level winds
impinging on the northwest-to-southeast-oriented terrain would
tend to launch southward-propagating MWs with larger ampli-
tudes than those propagating northward. This asymmetry would
result in southward drag being deposited at lower altitudes.

The x–y time-averaged profiles in Fig. 14 allow more quan-
titative comparison between the resolved momentum fluxes
and drags over the period of interest. Overall, fluxes and drags
in the O(10)-km global models are significantly less than the
Dx ≈ 3-km resolution limited-area models. For example,
lower-stratospheric resolved zonal momentum fluxes (MFzx)
in the global models are about half of those in the higher-
resolution limited area models (LAMs) over the SA and AP
subdomains, and about a third of those in the SG subdomain.
Significant disagreement is apparent in the net meridional
momentum fluxes, where different resolutions produce differ-
ent signs of net flux in the troposphere and lower stratosphere.

Evaluating the effect of resolution on drag is more difficult
here, due to the strong GW-damping upper sponges applied
in the global models. Despite significantly smaller fluxes into

the stratosphere in the global models, the resolved drags are
more comparable to the limited-area models at and below z ≈
45 km. Farther aloft, the upper sponges in the global models
have clearly reduced resolved drags, particularly in the IFS
output. In the IFS, the orographic and nonorographic GWD
parameterizations were active and do compensate for this
lack of resolved drag; but still, the total (resolved 1 parame-
terized) GWD in the IFS is about a sixth of that in the LAMs
in the mesosphere. Sponge or no sponge, MWD parameter-
izations are still necessary even at the current operational
NWP resolutions of Dx ≈ 10 km.

d. Model intercomparison of MW spectra

The analyses presented in the previous subsection show the
net area-integrated momentum fluxes across the entire MW
spectrum. MWD parameterizations typically only represent one
horizontal MW scale in order to predict this area-integrated/
averaged flux and drag. However, broad-spectrum orography
forces a broad-spectrum of MWs. Here, spatial spectra are pre-
sented to inform future MWD parameterization development.

FIG. 11. (first row) Area-averaged zonal wind, (second row) meridional wind, (third row) MFzx, and (fourth row) GWDzx for the (left)
southern Andes, (center) Antarctic Peninsula, and (right) South Georgia subdomains. Results shown here are from the Dx 5 3-km UM
domain. The thin horizontal black line in the bottom two rows indicates the bottom of the 25-km-deep sponge used in the UM. A complete
model intercomparison is presented for each subdomain in the supplement to this paper.
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FIG. 12. Comparison of resolved vertical fluxes of zonal momentum and zonal GWD within the four NWP models
for the South Georgia subdomain. In the first, second, and fourth rows, horizontal lines indicate the bottoms of the
only sponge layer. In the third row, the horizontal line indicates the bottom of the strong sponge layer in the IFS, and
the dashed line indicates the bottom of the first weaker sponge layer. Parameterized fluxes and drags from the previ-
ous and current parameterization in CAM are shown in the bottom two rows.
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The MF and MWD cospectra are presented in Fig. 15 at
selected altitudes within each subdomain. These spectra were
computed by using 2D FFTs on the subdomain latitude–
longitude grids to compute 2D MFzx cospectra. These 2D
cospectra were then binned by wavenumber magnitude into

1D cospectra. These 1D MF cospectra are plotted such that
the area-integral in the spectral space plotted is propor-
tional to the area-averaged fluxes in physical space (e.g.,

1=A
( )�‘

2‘
­MFzx=­ln l
( )

­ln l 5 1=A
( )� �

r u′w′ dx dy). The drag

FIG. 13. As in Fig. 12, but for the meridional components.
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cospectra are computed by taking the vertical derivative of
the MFzx cospectra at 65 km from the altitudes indicated in
the panels (e.g., DMFzx/Dz, where Dz 5 10 km). These pan-
els show what scales are attenuated and responsible for
depositing drag on 10-km depths of atmosphere at the
selected levels.

The comparison of momentum flux and drag spectra in
Fig. 15 highlights the breadth of the flux-carrying MW spec-
trum and how much of this spectrum is not resolved even
at the relatively high Dx ≈ 10-km resolution of the global
models. The smaller scales resolved in the LAMs that
are underresolved in the global models (i.e., scales smaller
than the Dxeff ≈ 60-km effective resolutions of the global
models) contribute significantly to the total fluxes over
all altitudes and subregions shown. The importance of

MWs with similar short horizontal scales was also empha-
sized by Smith and Kruse (2017), where half of aircraft-
observed MW momentum flux was contributed by scales
smaller than 60 km on average during the DEEPWAVE
field campaign. Curiously, fluxes at larger scales are occasionally
larger in the coarser global models, compensating for the
lack of flux at smaller scales somewhat. Still, MW parame-
terizations are necessary at current operational NWP reso-
lutions of Dx ≈ 10 km, as the under- and unresolved scales
may contribute the same amount as that resolved at this
resolution.

Another interesting pattern in the MFzx cospectra is that
the UM produces more flux near the surface than WRF at the
smallest scales at z 5 5 km, while this is reversed aloft. We
posit that the higher MFzx in the UM at small scales is due to

FIG. 14. Time-averaged profiles of zonal and meridional winds, MF, and MWD averaged over the three subdomains. Both the resolved
and parameterized MFs within the NWP models and CAM parameterizations are shown. In the MWD panels, the WRF, UM, and ICON
profiles show the resolved MWDs. MWDs from the previous and current MWD parameterization in CAM are shown as P_OLD and
P_NEW, respectively. For the IFS, the resolved (IFS), parameterized nonorographic GW drag (IFS_NOGWD), parameterized MWD
(IFS_MWD), and total GWD (IFS_TOT) profiles are shown in green. The bottom of the upper sponge layers are shown via the colored
tick marks on in the drag columns.
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the higher effective terrain resolution (i.e., less model terrain
smoothing) in the UM runs (Fig. 9). The MFzx in the UM
aloft, along with the smaller amplitudes in the UM noted
in the validation above, suggests less physical/numerical diffu-
sion present in the WRF runs and a bit higher effective model
resolution.

A final feature in Fig. 15 discussed here is the shift to longer
scales with altitude at lh , 30 km in both the WRF Model
and UM. While the total fluxes are significantly reduced, sug-
gesting significant wave attenuation over these depths on
average, these scales are also underresolved as the effective
resolution has been found to be Dxeff ≈ 7Dx 5 21 km for
WRF (Skamarock 2004). This shift at small scales is likely
unphysical, due to the models’ numerical dissipation mecha-
nisms preferentially dissipating the smallest resolvable MWs
as they propagate through the middle atmosphere. The

systematic differences in MFzx and drag spectra at small
scales between UM and WRF and the preferential dissipa-
tion at the smallest-resolvable scales known to be underre-
solved suggest that even at Dx ≈ 3-km resolution, the entire
flux-carrying MW spectrum is still not resolved, consistent
the validation results above.

5. CAM MWD parameterization evaluation

Figures 12–14 also include comparisons to two MWD
parameterizations implemented within version 6 of CAM
(Neale et al. 2010), the general circulation model within the
Community Earth System Model (CESM; Danabasoglu et al.
2020). CESM/CAM was used in the WACCM configuration
(Marsh et al. 2013), using the finite-volume dynamical core on
a latitude–longitude grid with a horizontal resolution of about

FIG. 15. An intercomparison of time-averaged MFzx and GWDzx cospectra at selected heights indicated in each panel. These cospectra
are shown within the (left) southern Andes, (center) Antarctic Peninsula, and (right) South Georgia subdomains. The GWDzx cospectra
shown are DMFzx/Dz, where Dz is a 10-km depth centered on the heights indicated in the panels.
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18 and 70 vertical levels between the surface and ≈150 km.
CAM was initialized in early 2010 and run through much of
2010, initialized with and continuously nudged at all scales
and grid points to ERA-Interim (Dee et al. 2011). By nudging

to ERA-Interim, CAM’s resolved state is kept close to the
observed state, and the states of the high-resolution models
presented above (e.g., Figs. 14a,g,m,d,j,p, supplemental
figures), allowing the parameterized momentum fluxes

FIG. 16. Latitude–height cross sections of (a),(e) MFzx, (b),(f) MWDzx, (c),(g) MWDyx, and (d),(h) MWDtot within
the UM simulation are color shaded. In all panels, zonal wind is contoured. Vectors in (d) and (h) depict the meridional
and vertical fluxes of zonal momentum, with the meridional fluxes scales by the aspect ratio of the plot (1/38). These
quantities were averaged over the 10-day simulation and zonally over the regions outlined in red in Fig. 8. Columns
show these quantities over the (left) Drake Passage and (right) Southern Ocean farther west.
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and drags to be quantitatively compared with those resolved
by the models presented above.

The two MWD parameterizations briefly compared here
are those implemented in the previous and current versions of
CAM, versions 5 and 6, respectively. These parameterizations
primarily differ in how the source MWs are specified. With a
specified source amplitude, both MWD parameterizations
then use conventional linear wave and saturation theory to
predict amplitude growth with height and levels of wave
breakdown and drag.

The previous parameterization is relatively simple and
based on the McFarlane (1987) scheme (for details, see Neale
et al. 2010). This parameterization uses an isotropic source
formulation, specifying the source MWs and MF to be parallel
and opposite to the source-level flow. Source wave amplitudes
are specified as twice the standard deviation of SGS orogra-
phy, unless this wave amplitude is predicted to overturn, in
which case the source amplitude is reduced to the saturation
amplitude.

The new parameterization, currently implemented in
CAM6, varies significantly in how the SGS terrain is repre-
sented and how the source MWs are specified. It fits 2D ridges
to the SGS terrain, finding dominant ridges, along with their
widths, lengths, heights, and orientations, in the SGS terrain
data. This method allows more realistic, larger ridge heights
to be used in estimating source MW amplitudes and allows
terrain orientation and anisotropy to be taken into account.
Further details are provided in appendix B.

Parameterized momentum fluxes and drags are quantita-
tively compared against those resolved in the four high-reso-
lution models presented here in Figs. 12–14. Both the zonal
and meridional components of momentum flux and drag are
improved, though not perfectly, in the new parameterization.
The zonal momentum fluxes and drags are much lower in the
old parameterization (cf. Figs. 12i,k,j,l, respectively). The
enhancement in MFzx by the new parameterization is likely
due to larger source amplitudes being specified, producing a
better comparison to WRF and UM. More striking differ-
ences, and improvements, are seen in the meridional compo-
nents (Fig. 13). The previous isotropic parameterization
produces nearly zero meridional fluxes and drags, as the
source-level winds are primarily westerly. However, the new
parameterization represents the strong northwest–southeast
terrain orientation, producing southward momentum fluxes
and drags aloft. While these meridional drags compare much
better with WRF and UM, the southward drag does appear a
little low and the northward drags noted farther aloft in WRF
and UM are nonexistent. Overall, the new parameterization is
a significant physical and quantitative improvement over the
previous one, but there is still room for improvement.

6. Meridional propagation of MWs and drag

A primary motivation for studying the Drake Passage
region was the previous work pointing to missing strato-
spheric GWD near 608S (e.g., McLandress et al. 2012) and the
density of stratospheric MW hot spots in this region (e.g.,
Hoffmann et al. 2013, 2016). The source of this missing drag

is not settled, with current hypotheses including an underrep-
resentation, or no representation, of MWs and their drag
generated by small islands near 608S, underrepresentation
of nonorographic GWs and drags near 608S, and lateral
(i.e., meridional) propagation of MWs into these latitudes of
interest.

While the orographic sources in the Drake Passage region
are not at 608S, MWs laterally launched by 3D terrain (e.g.,
Sato et al. 2012) and meridional refraction of MWs by the
deep meridional shear of zonal wind on the flanks of the polar
night jet (e.g., Jiang et al. 2013, 2019) both contribute to the
presence of GWs over and east of the Drake Passage (e.g.,
Fig. 8). Transient low-level flow forcing can further spread the
meridionally propagating MWs longitudinally. Still, it is
unclear how much zonal momentum is fluxed by these meridi-
onally propagating waves and whether the resulting zonal
drags are significant.

Here, the 3D fluxes of zonal momentum and the influences
on the time- and zonal-mean zonal wind were computed
within the UMmodel. These quantities were computed within
the two red boxes in Fig. 8, one upstream and one over and
downstream of the Drake Passage. The 3D zonal MF vector,

MFx 5 〈MFxx 5 ru′2 ;MFyx 5 r u′y′ ;MFzx 5 ru′w′ 〉; (3)

the influences on the zonal-mean zonal winds by each flux
component,

GWDxx 52
1
r

­MFxx

­x
, (4)

GWDyx 52
1
r

­MFyx

­y
, (5)

GWDzx 52
1
r

­MFzx

­z
; (6)

and the total influence of the small-scale perturbations on the
zonal-mean zonal wind,

GWDtot 5 GWDxx 1 GWDyx 1 GWDzx; (7)

were computed. The zonal, time-averaged MFzx, GWDzx,
GWDyx, and GWDtot are plotted top to bottom in Fig. 16.
The GWDxx term was found to be much smaller than GWDyx

and GWDzx and is therefore not shown. Vectors of the fluxes
of zonal momentum in the meridional plane, 〈MFyx, MFzx〉,
are shown in the bottom row as well. These vectors point
opposite to the energy flux vectors in the meridional plane.
Energy flux vectors (not shown) point in the direction of GW
propagation and group velocity, while the MF flux vectors
(Fig. 16, bottom) point to where the GWs came from.

The MFzx for the Drake Passage region (Fig. 16a) shows
lots of flux above the significant terrain features. There is
additional MFzx that extends meridionally over the Drake
Passage due to meridional propagation of MWs, consistent
with the meridional fluxes of zonal momentum (vectors in
Figs. 16d,h) and the clear enhancement compared to farther
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west (Fig. 16e). The fluxes over the Drake Passage near the
PNJ maximum are ≈4 times larger. This enhancement sug-
gests that the fluxes and drags over and east of the Drake pas-
sage are due to meridional propagation of MWs. The GW
fluxes and drags in the box farther west are presumed to be
primarily from nonorographic sources.

The influence of the vertical divergence of the vertical flux
of zonal momentum on the zonal-mean zonal wind is shown
in the second row of Fig. 16. The vertically and meridionally
propagating MWs produce a local maximum of flux at and
above the PNJ maximum, meaning the GWDzx term tends to
accelerate the zonal flow at and below the PNJ maximum
while exerting the expected drag farther aloft. However, the
meridional divergence of the meridional flux of zonal momen-
tum term (GWDyx, Fig. 16c) more than compensates the
acceleration at and below the PNJ maximum, resulting in a
net drag and not acceleration of the PNJ (MWDtot, Fig. 16d).
Still, while importance of the meridional divergence of merid-
ional flux of zonal momentum makes physical sense, it should
be noted that quadratic terms not involving w′ can be sensi-
tive to cutoff length scale chosen to define GW perturbations.

To summarize, meridional propagation of MWs does signifi-
cantly increase zonal momentum fluxes and drag by a factor of
2–4 over the Drake Passage. The meridional divergence of
meridional flux of zonal momentum term was important in the
total impact of the small scales on the large-scale zonal flow at
and below the PNJ maximum. In fact, if only the vertical diver-
gence of vertical flux of zonal momentum were considered, as is
conventionally done, the sign of the drag on the PNJ maximum
may be incorrect. These results motivate further research and
parameterization development considering lateral propagation
of MWs and suggest that consideration of lateral momentum
fluxes and resulting drags may be necessary.

7. Summary and conclusions

In this article, four state-of-the-science NWP models were
used to recreate the atmosphere around the Drake Passage
during the 10–20 October 2010 period, where numerous MW
events were observed by AIRS within the period. The ICON
and IFS models were run at ≈13- and ≈9-km resolution in
their operational physics configurations. The WRF and UM
models were run in a regional configuration at Dx5 3-km res-
olution, with vertical resolutions of Dz # 600 m. All models
were run with a model top near z 5 80 km in order to contain
the entire life cycle of the MWs (i.e., from generation to dissi-
pation) and to allow quantitative comparison with AIRS
observations. These deep domains allowed most of the AIRS
instrument weighting functions for the selected channels to be
entirely contained within the domains and be largely unaf-
fected by the necessary upper sponge layers, at least in the
WRF and UM domains. Viewing geometries, observation
times, and radiative transfers for the AIRS channels/wave-
lengths used were all taken into account to make this compar-
ison as exact as possible.

The model validation showed that all models had, overall,
excellent skill at reproducing the AIRS-observed MWs within
the middle atmosphere. This was remarkable, given the

numerous differences between the models (e.g., different
dynamical cores, parameterizations, grids, initializations,
boundary condition methods, source orography datasets) and
the deep vertical distances the MWs had to propagate in
order to be observed by AIRS. Still, the validations were not
perfect. All models appeared to have the most skill reproduc-
ing MWs from the Andes, which had the largest-scale, and
best-resolved, orography. At the other end of the orographic
spectrum, the largest differences between the models and
between models and observations occurred for MWs gener-
ated by South Georgia Island. Here, it was clear the coarser
resolution global NWP models struggled. Despite remarkable
qualitative validations, all models underrepresented observed
MW amplitudes to some extent, even after accounting for
effective model resolutions and instrument noise, suggesting
even at Dx ≈ 3 km these models still underresolve and/or
overdiffuse MWs.

Resolved momentum fluxes and drags, averaged over the
southern Andes, Antarctic Peninsula, and South Georgia subdo-
mains, were also compared between the four models in detail.
The IFS and ICON models, run globally at current operational
resolutions of Dx ≈ 10 km, generally had significantly less
momentum fluxes and drags than the Dx 5 3-km resolution
WRF and UM output. The upper sponges in both the IFS and
ICON models had clearly significantly, and artificially, reduced
fluxes and drags in the upper stratosphere and mesosphere.
While the orographic and nonorographic GWD parameteriza-
tions compensated for this reduction somewhat, the total drag
was still about a sixth of that resolved by the Dx5 3-kmmodels.

The intercomparison of time-averaged zonal momentum
flux and drag cospectra highlighted the breadth of the flux-
carrying MW spectrum and how much of the spectrum these
≈10-km global models are missing relative to the ≈3-km
regional models. These model spectra show the continued
need for MW drag parameterizations at current operational
NWP resolutions. The systematic differences in MW momen-
tum fluxes at small, gridscale resolutions between WRF and
UM, presumably due to different model (numerical and/or
parameterized) diffusions, and the shift of underresolved
waves to longer scales with height suggest the entire flux-car-
rying MW spectrum is not yet resolved even at ≈3-km resolu-
tion. These results motivate spectral approaches for MW drag
parameterizations (e.g., van Niekerk and Vosper 2021).

A significant motivation for this research was to evaluate
and ultimately improve MW drag parameterizations. The pre-
vious and current MW drag parameterizations in CAM were
compared with each other and against the MW-resolving
models via CAM runs continuously nudged to the ERA-
Interim reanalysis. The current parameterization, which bet-
ter represents SGS terrain heights and accounts for terrain
anisotropy, does seem to be a significant improvement over
the previous parameterization, particularly for components of
drag perpendicular to the forcing flow. Still, there is clearly
lots of room for improvement; there is too much parameter-
ized drag at too low an altitude and too little farther aloft.

An interesting feature in the 3-km models was the reversal of
meridional MW drag above South Georgia Island. The new
parameterization did have a representation of the expected
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southward MW drag, but did not represent resolved drag rever-
sal. If the resolved drag reversal is due to southward-propagating
MWs being larger and breaking lower than those coming off the
northern slope of South Georgia, then this result further moti-
vates a spectral approach to MW drag parameterization.

Finally, a brief analysis of how meridional propagation of
MWs over the Drake Passage influence zonal winds was pre-
sented. Meridionally propagating MWs enhanced the vertical
fluxes of zonal momentum over the Drake Passage by about a
factor of 4. Zonal GWD was enhanced by 200%–400% over
the Drake Passage. An interesting result from this analysis
was that the meridional divergence of the meridional flux of
zonal momentum was important, particularly at and below
the PNJ maximum. In fact, here, this term is opposite to, and
larger than, the acceleration inferred from the vertical diver-
gence of vertical flux of zonal momentum, which is typically
how GWD is defined and computed. Not accounting for this
term would result in the wrong direction of drag being
inferred. This result suggests parameterizations that do
account for lateral propagation may need to also account for
lateral fluxes of horizontal momentum.
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APPENDIX A

Deep WRF Configuration

Through many failed attempts, it was learned that WRF,
as distributed, cannot be run deeper than ≈100 Pa (z ≈ 45
km) for more than a handful of time steps in the realistic
configuration. Three issues were found that had to be
overcome.

The first issue was that the default, high-order horizontal
interpolators produced intersecting vertical levels after
interpolation. David Gill realized that these interpolators
are not monotonic, occasionally allowing interpolated val-
ues above or below the nearest four analysis points in
regions of complex terrain. This caused an intersection of
the tightly spaced vertical levels of the IFS analysis. Using
only four point, monotonic horizontal interpolators in WPS
prevented this issue.

The second issue was that the vertical interpolation fails
at and above ≈35 km. This is due to legacy conditional
statements that threw out analysis levels that were too close
in pressure. These conditionals were used to ignore analysis
data on pressure levels close to the surface, assuming the
surface analysis to be more accurate. Setting the namelist
parameter “zap_close_levels” to 0.1 Pa, from 500 Pa, pre-
vented this problem.

The final issue that prevented stable integrations with a
deep domain was instability in the lateral relaxation zone
that blends interior, dynamically driven fields with analyses
at the lateral boundaries. This instability, often two or three
grid points from the boundary, would cause the solution to
blow up in ≈20 time steps or less whether or not there was
terrain in the domain. Two modifications allowed stable
integration with a domain top up to 1 Pa. First, the
default lateral relaxation zone was removed by setting
“spec_bdy_width” to 1. This namelist modification alone
means interior points were 100% dynamically driven, with
lateral boundary points primarily having values provided by
the analysis. Additionally, WRF’s existing gridpoint nudging
code was modified to replace the default relaxation zone,
nudging grid points within 20 grid points of the boundaries
to the same analysis used for boundary conditions. This
nudging was inversely proportional to distance from the
domain boundary. Why these modification worked and the
default lateral relaxation did not is an unsolved puzzle.
Still, this configuration produced very skillful results, as pre-
sented above.

It is not known if modifications to WRF will be made
to run released versions in such a deep configuration.
However, recent progress has been made in running the
Model for Prediction Across Scales (MPAS) in very deep
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configurations (e.g., Skamarock et al. 2021; Klemp and Ska-
marock 2021).

The Goddard microphysics scheme (mp_physics 5 7), no
cumulus scheme, Goddard longwave and shortwave radiation
schemes (ra_lw_physics, ra_sw_physics 5 5), the Mellor–
Yamada–Janjić boundary layer scheme (bl_pbl_physics 5 2),
the Eta Similarity surface layer scheme (sf_sfclay_physics 5

2), and the Unified NOAA land surface model scheme
(sf_surface_physics 5 2) were used.

APPENDIX B

Overview of Current MWD Parameterization in CAM

The orographic GW (OGW) drag scheme in CAM6 has
been modified in two ways from that used in earlier

versions of the model (i.e., McFarlane 1987). First, addi-
tional drag from flow blocking and high-drag configurations
has been incorporated following the approach of Scinocca
and McFarlane (2000). Second, the generation of SGS forc-
ing data for OGW has been substantially modified from
that used in earlier versions of CAM. OGW orientation is
now derived from an analysis of ridge orientations (e.g.,
Baines and Palmer 1990; Lott and Miller 1997; Scinocca
and McFarlane 2000). Other OGW parameters are also
derived using a different approach.

The new OGW forcing data are derived using a heuristic
ridge-finding algorithm (RFA) to identify GW-generating
features in the global topography. The RFA will be
described in a forthcoming technical note. Here, a brief
description is provided to aid in the interpretation of the
results presented. Note that the terminology subgrid scale

FIG. B1. Steps in ridge-finding algorithm (RFA): (a) 3-km binned topography H3(x, y) and (b) smoothed topography Hs(x, y). Note that
here a smoothing radius of 180 km has been applied, which is used for 18 resolution in the CAM latitude–longitude finite-volume dynamical
core. (c) Unresolved topography consistent withH3 and Hs in (a) and (b). Negative values are not plotted in order to facilitate comparison
with (d) the ridge-skeleton, which is reconstructed on 3-km grid from features identified by RFA. Line segments follow ridges crests. Colors
show RFA’s estimate of obstacle heights.
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(SGS) was used only for consistency with accepted usage,
but in reality what is represented here is unresolved (UnR)
topography, which differs from strict SGS topography due
to the application of topography smoothing to reduce com-
putational noise (Lauritzen et al. 2015). Henceforth, the
term UnR topography is used rather than SGS topography.

Topography processing for CESM begins with global
topography binned onto a 3-km cubed-sphere grid (Laurit-
zen et al. 2015), denoted by H3(x, y). The first step in iden-
tifying UnR wave generating features is to smooth H3(x, y)
with a prescribed smoothing radius that depends on resolu-
tion and dynamical core. The smooth topography, Hs(x, y),
is used as the bottom boundary for CAM’s dynamical core,
after conservative remapping to the eventual computational
grid. The smoothing radius used to generate Hs(x, y) is
determined by trial and error for each dynamical core. In
general, a smoothing radius of 2 to 3 times the horizontal
grid spacing used by the dynamical core is required to
reduce computational noise.

Hs(x, y) is subtracted from raw 3-km topography, H3
(x, y), to give the unresolved topography H′(x, y). The
RFA tests 16 different orientations, fk, k 5 1, 2, … , 16,
at the locus of each maximum in H′(x, y). Mean ridge ele-
vation profiles are calculated by averaging horizontally
along the putative ridge crest. The “best” ridge orientation
is defined as that where the variance of the 16 mean eleva-
tion profiles is a maximum. The list of features is thinned
by combining adjacent features with approximately the
same orientation. Additional relevant GW parameters are
calculated for each feature. An obstacle height hr is
defined as the difference between the maximum and mini-
mum elevations in the ridge profile. In addition, two
length scales for each feature are estimated; a ridge half-
width wr and an along-ridge length lr. A visual depiction
of the process is shown in Fig. B1. Note that these RFA
results depend only on the smoothing radius chosen and
are completely independent of the eventual model compu-
tational grid.

The final step in the generation of the UnR topographic
forcing data is to map the ridge skeleton shown in Fig. B1
from the 3-km starting grid onto the desired atmosphere
model computational grid. This is done by summing or
averaging ridge properties over the 16 original test orienta-
tions within each grid box. If a ridge feature on the 3-km
grid straddles multiple computational cell areas, its crest
length lr is correctly partitioned across the grid areas. If
multiple features with the same orientation are found in a
single grid box their lengths are summed and other proper-
ties are determined from weighted averages. The final result
of the RFA is a gridded set of ridges at 16 orientations
with properties h* fk( ), l* fk( ), and w* fk( ).

The gridded forcing parameters from the RFA are then
coupled to the orographic gravity wave (OGW) scheme. In
contrast to the earlier OGW scheme in CAM (McFarlane
1987), wave orientations are set by the UnR ridge orienta-
tions fk and not the low-level wind. In addition, OGW effi-
ciency, which was previously a specified global parameter,

is now estimated from topographic length scales in each
model grid box according to

e fk( ) 5 ae
w* fk( )l* fk( )

Ag
(B1)

where ae is a tunable parameter and Ag is the gridcell area.
Initial vertical wave displacements are set to h* fk( ). The
new OGW scheme calculates enhanced near surface drag
from low-level blocking, and high-drag configurations fol-
lowing Scinocca and McFarlane (2000).
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