Design principles and field performance of a solar spectral irradiance meter
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Abstract

A solar spectral irradiance meter (SSIM), designed for measuring the direct normal irradiance (DNI) in six wavelength bands, has been combined with models to determine key atmospheric transmittances and the resulting spectral irradiance distribution of DNI under all sky conditions. The design principles of the SSIM, implementation of a parameterized transmittance model, and field performance comparisons of modeled solar spectra with reference radiometer measurements are presented. Two SSIMs were tested and calibrated at the National Renewable Energy Laboratory (NREL) against four spectroradiometers and an absolute cavity radiometer. The SSIMs’ DNI was on average within 1% of the DNI values reported by one of NREL’s primary absolute cavity radiometers. An additional SSIM was installed at the SUNLAB Outdoor Test Facility in September 2014, with ongoing collection of environmental and spectral data. The SSIM’s performance in Ottawa was compared against a commercial pyrheliometer and a spectroradiometer over an eight month study. The difference in integrated daily spectral irradiance between the SSIM and the ASD spectroradiometer was found to be less than 1%. The cumulative energy density collected by the SSIM over this duration agreed with that measured by an Eppley model NIP pyrheliometer to within 0.5%. No degradation was observed.
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1. Introduction

Photovoltaic (PV) system performance fundamentally depends on the incident solar spectrum, which fluctuates both temporally and geographically. Different solar technologies respond to such fluctuations in varying degree, with single junction devices typically less influenced by spectral changes than are multi-junction solar cells (MJSC). A MJSC, used terrestrially in concentrator photovoltaic systems, consists of series-connected subcells with different bandgaps for more efficient use of the solar spectrum than is possible with a single junction because thermalization and transmission losses are reduced. In such a structure, the lowest current-generating subcell limits the performance of other subcells, so for optimal performance a MJSC is designed to be near current matched for a specific spectrum, such as the AM1.5D from the ASTM G173 standard (McMathon et al., 2002; Guter et al., 2009; Wiemer et al., 2011). But under outdoor conditions the solar spectrum deviates from the reference due to varying meteorological conditions, resulting in subcell current mismatch and thus reduced concentrator photovoltaic system performance.
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(Muller et al., 2010; Chan et al., 2014; García-Domingo et al., 2014). Quantification of the solar spectrum is thus required for a complete performance analysis of these systems.

A field spectroradiometer is typically the most accurate way to determine a local solar spectrum. However, these measurements are rarely performed due to prohibitive instrumentation costs, which can approach $100 K (depending on spectral range and manufacturer). The more cost-effective pyrheliometer, which measures the broadband direct normal irradiance (DNI) with an estimated uncertainty of ±2% (Sengupta et al., 2015), is typically used instead, but it does not provide the desired spectral information.

The solar spectrum may be reconstructed using modeling tools if sufficient local data exists. The Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS) has become the standard modeling tool (Gueymard, 1995, 2001). However, SMARTS requires inputs, such as the aerosol optical depth (at 500 nm), precipitable water vapor content, and ozone column amount, that are not often known locally. The Aerosol Robotic Network (AERONET), with over 300 stations worldwide, can provide these parameters to nearby sites (Holben et al., 1998, 2001) or can be used to interpolate necessary local parameters (Chan et al., 2013), but the AERONET site sparsity remains a severe constraint on the general applicability and accuracy of this technique. By contrast, we use an instrumentation-based approach for local spectral reconstruction via limited spectral sampling that retains the accuracy of the spectroradiometer but at a far lower price point. Historically, this technique for derivation of the continuous spectral distribution of sunlight was attempted before (Michalsky and Kleckner, 1984; Osterwald et al., 1988). More specifically, NREL developed the Atmospheric Optical Calibration System (Cannon and Hulstrom, 1993) as a low-cost measurement for spectral solar irradiance based on a SPCTRL2 model (Bird and Riordan, 1986) and a four-channel sun photometer.

Our solar spectral irradiance meter (SSIM), shown in Fig. 1a, uses ground-based measurements to inform software algorithm for rapid resolution of the location-specific solar spectrum across the entire 280–4000 nm range. The numerical integration of the SSIM’s spectrum yields the DNI as typically measured by a pyrheliometer. It is a cost-effective alternative to purchasing a spectroradiometer and a pyrheliometer. The irradiance is measured in six carefully chosen wavelength bands, using low-cost silicon photodiodes with bandpass filters, to allow spectral reconstruction through parametrization of the major atmospheric processes (Tatsiankou et al., 2013).

In 2013, a two month deployment at the SUNLAB Outdoor Test Facility showed encouraging results, with the SSIM and Eppley pyrheliometer DNI agreeing within ±1.5%, on average (Tatsiankou et al., 2014; Tatsiankou, 2014). Good spectral agreement between the SSIM and a commercial spectroradiometer was also observed.

Below we describe the design features of our commercially packaged SSIMs, and the parameterized transmittance model which the spectral reconstruction algorithm implements. Calibration and comparison results against National Renewable Energy Laboratory (NREL) multiple spectroradiometers and one of their primary absolute cavity radiometers are presented, followed by an eight month comparative study at the SUNLAB Outdoor Test Facility with an Eppley model NIP pyrheliometer and an ASD FieldSpec 3 spectroradiometer.

2. SSIM design features

The SSIM uses silicon photodiodes coupled with six bandpass filters to measure the spectral DNI in six wavelength bands with 10 nm full widths at half maximum (FWHM). By sampling the solar spectrum in these carefully selected wavelength channels, we are able to quantify aerosol absorption and scattering, ozone absorption, and water vapor absorption—three of the six dominant atmospheric processes that parameterize the spectrum. Table 1 shows which wavelength channels target each parameter. This is possible because the SSIM’s channels are chosen in spectral regions where only one unknown atmospheric constituent dominates. For example, channels centered at

Fig. 1. (a) SSIM installed at the University of Ottawa solar test site. (b) Two SSIMs tested at the NREL’s Outdoor Test Facility.
500 and 780 nm can be used to deduce aerosol extinction for every wavelength in between these bands, since they are not significantly affected by either ozone or water vapor absorptions (Tatsiankou et al., 2013). The impact of the three remaining processes – mixed gas (O₂, CO₂, and CH₄) absorption, NO₂ absorption, and Rayleigh scattering – on spectral composition are primarily determined from local temperature and air pressure.

Each photodiode is situated within a collimation tube whose aperture and field stop geometries conform to the World Meteorological Organization standard for radiometric measurements of DNI (WMO, 2008). The 5° field of view is achieved by the geometric design of the SSIM’s collimation tubes, which are concentric with the photodiodes. The aperture of each collimation tube is covered by a bandpass filter and is protected from the ambient environment by a BK-7 front window. The instrument does not require temperature control, because it applies an automated temperature calibration for each photodiode. The internal humidity is kept at a low level with a desiccant. The anodized aluminum housing encloses a data acquisition printed circuit that sequentially measures photodiode current from each channel, as well as ambient temperature and pressure. The photodiode current measuring circuit features a 0.1 pA input bias and 0.01 mV input offset transimpedance amplifier coupled with a 22-bit delta-sigma analog-to-digital converter. The total power consumption of the circuit is approximately 0.7 W. The photodiode current, ambient temperature and pressure data are sent via RS-485 communication protocol to a remote computer where specialized software driven by a graphical user interface implements spectral reconstruction over the 280–4000 nm range in real time (Tatsiankou et al., 2015). The reconstruction algorithm is based on the parameterized transmittance model discussed below.

3. Parameterized transmittance model

On a clear day the spectral DNI can be written as

$$S(\lambda) = S_0(\lambda) \cdot r^2 \cdot T_a(\lambda) \cdot T_g(\lambda) \cdot T_n(\lambda) \cdot T_o(\lambda) \cdot T_R(\lambda) \cdot T_w(\lambda),$$

(1)

where $S_0(\lambda)$ is the extraterrestrial irradiance (known as AM0), $r$ is the ratio of the average to actual Sun to Earth distance, and $T_i(\lambda)$ is the transmittance of each atmospheric constituent, where the subscripts “a”, “g”, “n”, “o”, “R”, and “w” referring to aerosol absorption and scattering, mixed gas absorption (O₂, CO₂, and CH₄), NO₂ absorption, ozone absorption, Rayleigh scattering, and water vapor absorption, respectively. The AM0 spectrum, with an integrated irradiance value of 1366.1 W/m², is adopted from the most recent measurements (Gueymard, 2004).

Eq. (1) can be expressed equivalently by Beer’s law as

$$S(\lambda) = S_0(\lambda) \cdot r^2 \cdot \exp \left[ -\tau_a(\lambda) \cdot m_a - \tau_g(\lambda) \cdot m_g - \tau_n(\lambda) \cdot m_n - \tau_o(\lambda) \cdot m_o - \tau_R(\lambda) \cdot m_R - \tau_w(\lambda) \cdot m_w \right],$$

(2)

where $\tau_i$ and $m_i$ are the optical depth and the air mass associated with each atmospheric component, respectively, and each transmittance is given by

$$T_i(\lambda) = \exp(-\tau_i \cdot m_i).$$

(3)

The optical depth is a dimensionless measure of atmospheric transparency, as influenced by absorption and scattering. The air mass values are functions of the zenith angle of the sun. The air mass of each component can be written as (Gueymard, 2006)

$$m_i = [\cos(Z) + k_{i1} \cdot Z^{k_{i2}} \cdot (k_{i3} - Z)^{k_{i4}}]^{-1},$$

(4)

where $Z$, zenith angle (in degrees) of the sun, calculated with the NREL solar position algorithm with an accuracy of ±0.0003° (Reda and Andreas, 2004). The $k_{ij}$ parameters are given in Table 2 (Gueymard, 2006).

The optical depths for each parameter depend uniquely on wavelength, thus allowing unambiguous spectral reconstruction from a very limited data set. Aerosol extinction can be modeled empirically within each region $y$ by Angström’s power law as (Angström, 1929)

$$\tau_a(\lambda) = \beta_a \cdot \lambda^{-\alpha},$$

(5)

where $\beta_a$ and $\alpha$ are coefficients that are determined experimentally. The SSIM has four aerosol channels, with each set of $\beta_a$ and $\alpha$ coefficients found and applied to the entire spectral region $y$ between two adjacent aerosol channels.

Optical depth due to mixed gases is caused by the cumulative effect of multiple gases that are assumed to be uniformly distributed in the atmosphere and is represented as

$$\tau_g(\lambda) = p_{CH₄} \cdot A_{CH₄}(\lambda) + p_{CO₂} \cdot A_{CO₂}(\lambda) + p_{O₃} \cdot A_{O₃}(\lambda),$$

(6)

where $p_i$ is the path length (or the total column abundance) of the constituent gas (in atm-cm), and $A_i(\lambda)$ is its wavelength-dependent absorption coefficient (in cm⁻¹).

<table>
<thead>
<tr>
<th>Channel center (nm)</th>
<th>Target parameter</th>
<th>FWHM (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>420, 500, 780, 1020</td>
<td>Aerosols</td>
<td>10</td>
</tr>
<tr>
<td>610</td>
<td>Ozone</td>
<td>10</td>
</tr>
<tr>
<td>940</td>
<td>Water vapor</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1

SSIM’s channel specifications and target atmospheric constituents (Tatsiankou et al., 2013).

<table>
<thead>
<tr>
<th>Channel center (nm)</th>
<th>Target parameter</th>
<th>FWHM (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>420, 500, 780, 1020</td>
<td>Aerosols</td>
<td>10</td>
</tr>
<tr>
<td>610</td>
<td>Ozone</td>
<td>10</td>
</tr>
<tr>
<td>940</td>
<td>Water vapor</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2

Optical air mass coefficients for Eq. (3).

<table>
<thead>
<tr>
<th>Air mass</th>
<th>$k_{i1}$</th>
<th>$k_{i2}$</th>
<th>$k_{i3}$</th>
<th>$k_{i4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_a$</td>
<td>1</td>
<td>0.169</td>
<td>0.182</td>
<td>95.318</td>
</tr>
<tr>
<td>$m_b$</td>
<td>2</td>
<td>0.484</td>
<td>0.0959</td>
<td>96.741</td>
</tr>
<tr>
<td>$m_c$</td>
<td>3</td>
<td>1.121</td>
<td>1.613</td>
<td>111.55</td>
</tr>
<tr>
<td>$m_d$</td>
<td>4</td>
<td>1.065</td>
<td>0.638</td>
<td>101.8</td>
</tr>
<tr>
<td>$m_e$</td>
<td>5</td>
<td>0.484</td>
<td>0.0959</td>
<td>96.741</td>
</tr>
<tr>
<td>$m_w$</td>
<td>6</td>
<td>0.107</td>
<td>0.114</td>
<td>93.781</td>
</tr>
</tbody>
</table>

Note: $m_w = m_w^{0.945}$. 
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Each total column abundance depends on temperature and pressure as (Gueymard, 2006)

$$p_i = \chi_i \cdot H \cdot P_i^a \cdot T_i^a,$$

where \( \chi_i \) is the known volume mixing ratio of gas (in parts per million by volume), \( H = 8.429 \times 10^4 \text{ cm} \) is the scale height of the isothermal atmosphere, whose reference temperature and pressure are 288 K and 101.325 kPa, respectively; \( P_i \) and \( T_i \) are ratios of actual to reference pressure and temperature, respectively; and \( \gamma, \varphi \) are pressure and temperature correction coefficients, respectively. Table 3 presents the volume mixing ratios along with pressure and temperature correction coefficients for mixed gases. This optical depth may therefore be calculated directly from the measured ambient temperature and pressure.

Ozone and nitrogen dioxide optical depths \( \tau \), where \( i = \text{"o"} \) or \( \text{"n"} \), can both be expressed as (Gueymard, 2006)

$$\tau_i(\lambda) = p_i \cdot A_i(\lambda) \cdot C_i(\lambda),$$

where \( A_i(\lambda) \) is an absorption coefficient (cm\(^{-1}\)), \( C_i(\lambda) \) is a unitless temperature correction function, and \( p_i \) is a path length (in atm-cm). \( A_i(\lambda) \) and \( C_i(\lambda) \) are known quantities for both ozone and nitrogen dioxide. While the ozone optical depth may be extracted from the SSIM ozone channel measurement, the nitrogen dioxide optical depth may be calculated directly. A total column abundance \( p_n = 0.00118 \text{ atm-cm} \) is used, which is the average concentration of nitrogen dioxide in Montreal, Canada in 2005 under the assumption that this pollution layer is 1 km thick (Gilbert et al., 2005).

Rayleigh scattering is a well-known phenomenon (Bucholtz, 1995; Bodhaine et al., 1999) that allow the optical depth to be calculated from (Gueymard, 2006)

$$\tau_R(\lambda) = \frac{P_t}{n_1 \cdot \lambda^4 + n_2 \cdot \lambda^2 + n_3 + n_4 \cdot \lambda^{-2}},$$

where \( P_t \) is the ratio of site to sea level ambient pressure, and \( n_1 = 117.341 \text{ nm}^{-4}, n_2 = 1.511 \text{ nm}^{-2}, n_3 = 0.0175, \) and \( n_4 = 8.774 \text{ nm}^2 \).

The expression for precipitable water vapor optical depth is (Gueymard, 2006)

$$\tau_w(\lambda) = p_w^{0.943} \cdot \varepsilon_1(\lambda) \cdot \varepsilon_2(\lambda) \cdot A_w(\lambda),$$

where \( A_w(\lambda) \) is the known absorption coefficient (cm\(^{-1}\)), \( \varepsilon_1(\lambda) \) is a pressure scaling factor that accounts for water vapor’s inhomogeneity in the atmosphere, \( \varepsilon_2(\lambda) \) is a correction factor that improves parameterization away from the band center under fluctuating humidity conditions, and \( p_w \) is the water vapor path length (in atm-cm). Absorption coefficients and correction factors for all atmospheric constituents are used as in SMARTS, except for some minor modifications. With the model definitely described, we now discuss its implementation in our spectral reconstruction algorithm.

### 4. Algorithm implementation

As seen in Section 3, parameters \( T_g(\lambda), T_n(\lambda), \) and \( T_R(\lambda) \) in Eq. (1) are directly calculable if geographic parameters, time stamp, ambient temperature, and site pressure are known. We now describe the algorithm used by the SSIM software to determine the three remaining transmittances, focusing primarily on the aerosols.

The spectral irradiance measured by the SSIM aerosol channel centered at \( \lambda_c \) is given by Eq. (1), except that \( T_n(\lambda) \) and \( T_w(\lambda) \) are set to unity for \( \lambda_1 \leq \lambda < \lambda_2 \), where \( \lambda_1 \) and \( \lambda_2 \) delimit the 50 nm range of wavelengths for which the filter transmittance \( F_\lambda(\lambda) \) is nonzero. The manufacturer’s generic filter transmittance data is used for each channel. Therefore, the simulated current of the photodiode for aerosol channel \( i \) can be expressed as

$$I_i = D \cdot r^2 \cdot \int_{\lambda_1}^{\lambda_2} T_a(\lambda) \cdot C_i(\lambda) \cdot d\lambda,$$

where \( D \) is the active area of the photodiode, \( r \) is the ratio of the average to actual Sun to Earth distance, \( C_i(\lambda) = S_0(\lambda) \cdot T_g(\lambda) \cdot T_n(\lambda) \cdot T_R(\lambda) \cdot F_\lambda(\lambda) \cdot R(\lambda), \) and \( R(\lambda) \) is the manufacturer’s responsivity of the photodiode. The uniform trapezoidal rule is used to do the integration in Eq. (11), once \( T_a(\lambda) \) is known. Eqs. (2) and (5) in Eq. (3) gives

$$T_a(\lambda) = \exp \left[ -\beta_y \cdot \lambda^{-y} \cdot m_3 \right],$$

and for a given aerosol extinction region \( y \), the values of \( z_y \) and \( \beta_y \) are optimized such that the simulated photodiode current agrees with the measured current from the SSIM.

A Golden section search algorithm is used to find the values of \( z_y \) and \( \beta_y \) that produce the smallest residual error (Press et al., 1992). This optimization routine is performed for each aerosol region \( y \) to determine the aerosol transmittance \( T_a(\lambda) \). Calculation of the aerosol transmittance is a crucial step in deriving ozone and water vapor transmittances.

The spectral irradiance for ozone and water vapor channels is also given by Eq. (1). To determine \( T_o(\lambda) \), one sets \( T_o(\lambda) \) to unity, and vice versa, using equations of the same form as Eq. (11) to find anticipated photodiode currents. The same optimization process is followed. The unknown ozone and water vapor total column abundances, \( p_o \) and \( p_w \), are found with a Golden section search algorithm that minimizes the residual difference between the simulated and measured current values. Once all parameters are found, the final spectral distribution is calculated from Eq. (1) with a 1 nm resolution.

<table>
<thead>
<tr>
<th>Mixed gas</th>
<th>( \chi_i ) (ppmv)</th>
<th>( \gamma )</th>
<th>( \varphi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_4)</td>
<td>1.8</td>
<td>1.125</td>
<td>0.0473</td>
</tr>
<tr>
<td>CO(_2)</td>
<td>375</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>O(_2)</td>
<td>209500</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
5. Calibration and initial evaluation

5.1. Calibration

A side-by-side on-sun comparison of the SSIM with a calibrated direct normal spectroradiometer was done. This test was performed at NREL’s Outdoor Test Facility in Golden, Colorado, USA (39.74°N, 105.18°W) on 17 November 2014. Two SSIMs (serial numbers SN102 and SN103) were mounted on a SOLYS 2 sun tracker, as shown in Fig. 1b. Data were acquired and processed from both devices every five seconds. The reference spectroradiometer, a Prede PGS-100, was located at NREL’s Solar Radiation Research Laboratory, 200 m west and 100 m higher than the SSIM location. It has a silicon CCD array with a 1 degree field of view, a spectral range from 350 to 1050 nm, a spectral bandwidth of 3.6 nm, and a 0.7 nm resolution. Last calibrated on 6 November 2014 (mere days before this work), the PGS-100 spectroradiometer has traceability to the NIST Spectral Irradiance Lamp Standard through a LICOR LI-1800 secondary standard spectroradiometer.

The calibration procedure ensured that the SSIM’s spectral irradiance in its six optical channels matched the irradiance from the PGS-100 at the corresponding wavelengths. Upon completion, six calibration factors were obtained, one for each channel, to compensate for deviations from the generic manufacturer’s filter transmittances and photodiode responsivities used in our model. Immediately after calibration, the solar spectra from both SSIMs, the PGS-100, and the extended range spectroradiometer combination EKO MS-710 and EKO MS-712 (WISER) were acquired, as shown in Fig. 2a. Both SSIMs are in excellent agreement with the PGS-100, which validates the SSIM design and parameterized transmittance model. As expected, the PGS-100 and WISER spectra agree to within the measurement uncertainties of both instruments.

5.2. Short term performance

Following the calibration procedure, the SSIM performance was extensively tested against NREL reference instrumentation. On 21 November 2014, four spectroradiometers, calibrated at NREL within the last 6 months...
using a calibrated standard lamp purchased from NIST, were used for a comparative analysis with the SSIMs. To the aforementioned PGS-100 and WISER, LICOR LI-1800 and ASDi FieldSpec 3 (ASD) spectroradiometers were added. The latter two instruments were mounted on a separate tracker within a few meters of the SSIMs. Excellent agreement was found between all instruments with their integral of spectral irradiance agreeing to within 1% as compared to the SSIMs’ integral of spectral irradiance in corresponding wavelengths range, as shown in Fig. 2b. The ASD tends to slightly underestimate the solar irradiance for wavelengths below 450 nm as compared to the other reference instruments. The ASD’s ability to measure the solar spectrum up to 2500 nm, however, validates the SSIM performance in the IR range.

An Eppley HF absolute cavity radiometer (ACR) with traceability to the World Radiometric Reference was used to infer SSIM performance across the solar spectral range through continuous measurement of the DNI (Fröhlich, 1991; Reda, 1996). To compare with ACR DNI, SSIM DNI was obtained every five seconds and the reconstructed solar spectra were integrated across the entire 280–4000 nm range; the results are presented in Fig. 3a. Gaps appear in the measurement record since data acquisition was done only under clear sky conditions during which the sun’s disk was unobscured by visible clouds. The DNI from both SSIMs was found to be within ±1%, on average, of ACR DNI. Since the ACR has a field accuracy of 0.5% (Michalsky et al., 2011), this is an exceptionally good agreement. These two SSIMs are now used as SUNLAB tertiary calibration standards.

### 6. Seasonal field trials

SSIM with a serial number SN101 was installed at the SUNLAB Outdoor Test Facility (45.42°N, 75.68°W) in September 2014. The device was situated on the same mechanical plate assembly as an Eppley model NIP pyrheliometer and an ASD FieldSpec 3 spectroradiometer, which measures spectral DNI in the 350–1830 nm range. The assembly was mounted on a Golden Sun GS-3500 dual-axis tracking system to point these instruments directly at the sun to within accuracy of ±0.2° (Schriemer et al., 2015).

---

Fig. 3. (a) Comparison of the DNI from the SSIMs SN102 and SN103 and the Eppley absolute cavity radiometer (ACR) on 21 November 2014. Data were acquired only under optimal atmospheric conditions. (b) Comparison of the DNI between the Eppley pyrheliometer and SSIM on a partially cloudy and a mostly clear sky day, occurring on 28 September 2014 and 21 May 2015, respectively.
SSIM SN101 was initially calibrated against the ASD spectroradiometer through direct on-sun comparison, using the same approach as at NREL. It was re-calibrated on 7 December 2014 against the NREL-calibrated reference SSIM SN102 and the new calibration file was also applied to all preceding data gathered by SSIM SN101.

The performance of the SSIM was evaluated against the Eppley pyrheliometer and the ASD spectroradiometer at the SUNLAB Outdoor Test Facility during the course of eight months. Representative comparisons of SSIM and pyrheliometer DNI profiles are shown in Fig. 3b for two separate days, a partially cloudy on 28 September 2014, and a mainly clear on 17 May 2015. SSIM and pyrheliometer DNI were found to agree within ±1% under clear sky conditions, on average. This exceptional agreement was only slightly degraded during times of rapid cloud transients due to the difference in detector response times. Similarly, representative comparisons of SSIM and ASD spectra shown in Fig. 4a for selected timestamps on 27 September 2014 and 24 May 2015, demonstrate a good spectral agreement between both instruments. The difference in the integrated spectral irradiance was found to be less than 1%, on average, although the ASD spectroradiometer again tended to systematically underestimate the solar spectrum below 500 nm. In service degradation of SSIM SN101 spectral channels was also periodically assessed over the eight month field trial by comparison with the SSIM calibration standard (SN102, stored indoors). SSIM spectra taken on 3 April 2015, about four months after the 7 December 2014 calibration date, show no appreciable difference between the in field unit and the reference standard, suggesting long term SSIM reliability.

To further validate SSIM longterm reliability, its cumulative and daily energy densities derived from the measured local solar spectra were compared to the corresponding measurements from the pyrheliometer across a continuous eight month period from 27 September 2014 to 28 May 2015. Data were acquired at two minute intervals and energy densities calculated for all values exceeding a DNI threshold of 50 W/m² and is summed up over the course of eight months with a two minute resolution. Several days were omitted due to snow coverage. The results are shown in Fig. 5. The daily energy densities (left axis), shown by the red and green bars, for the SSIM and pyrheliometer,

---

1 For interpretation of color in Fig. 5, the reader is referred to the web version of this article.
respectively, are seen to be in excellent agreement across the entire eight month period, differing by only ±1% on average. Eppley pyrheliometer and SSIM cumulative energy densities for this period are 579.5 and 582.3 kW h/m², respectively. This difference, of less than 0.5%, indicates truly exceptional agreement, considering the pyrheliometer’s measurement uncertainty of ±2%.

7. Conclusion

A SSIM has been presented as a reliable, accurate and cost-effective alternative to a spectroradiometer and a pyrheliometer. Two SSIMs were validated at NREL against secondary reference spectroradiometers and an Eppley ACR. The SSIMs showed an excellent performance against four spectroradiometers at NREL, with a near perfect matching in spectral irradiance under clear sky conditions. The DNI was found to be within ±1% of the ACR DNI, on average.

SSIM long term performance was validated against a Eppley model NIP pyrheliometer and an ASD spectroradiometer at the SUNLAB Outdoor Test Facility between 27 September 2014 and 28 May 2015. During this period the DNI determined by the SSIM was found to agree within ±1% of that measured directly by the pyrheliometer with over 20,000 data points used in the analysis. The SSIM was found to accurately reproduce the solar spectrum, with the integrated spectral irradiance agreeing with that of the ASD spectroradiometer and the reference SSIM to within ±1%. Furthermore, the integrated difference in the cumulative energy density between the SSIM and an Eppley pyrheliometer was within 0.5% over the course of eight months. No degradation of bandpass filter performances or detector sensitivities was observed.

These results demonstrate that the SSIM is an accurate and reliable instrument for measuring solar spectral irradiance in six wavelength bands, providing an accurate reconstruction of the solar spectrum and broadband DNI. The small size, low cost and rugged design with no internal moving components makes it a very strong candidate for routine and dependable monitoring of solar spectral irradiance in diverse environments.
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